Meta-Computing at DO

Igor Terekhov for the DO collaboration

DO Run IT is one of the two large collider experiments at Fermilab and one of the largest currently running
High Energy Physics Experiments in the world. Its amount of data, throughput of data processing, and the
size of the collaboration present a unique challenge for the experiment’s meta-computing system. To meet the
challenge, the SAMGrid system is being developed to allow globally distributed, high-throughput data processing
with many Grid features. At the core of the system is the mature data handling system, SAM. We add the Job
and Information Management to the data handling to arrive to a complete Grid.

1. Introduction

The pp collider at Fermilab, the Tevatron, has
undergone a major upgrade called Run II; the DO
experiment is one of the two Tevatron collabora-
tions. The experiment is well-positioned to probe
the frontiers of the High Energy Physics (HEP)
and has challenging research opportunities for the
participating physicists [1]. It is no surprise that,
as we show below, the computing at the experi-
ment is accordingly challenging, both in terms of
the analysis and from the overall system point of
view.

Computing per se at a HEP experiment such
as DO is the physics analysis, i.e. the applica-
tions. The term Meta-Computing can be used to
describe the data handling (data grid) and the en-
vironment for the applications to run on the Grid.
The distinction is somewhat analogous to that be-
tween the data referring to the actual event data,
stored in files on disk or tape, and the meta-data
referring to the description of the data, stored
e.g., in a database. The focus of our paper is the
meta-computing at D0. Nevertheless, computing
in general includes meta-computing, that is why
we may use the terms interchangeably in the rest
of the paper.

The DO detector collects, filters and stores
the collider event data, which is later processed
through reconstruction and additional filtering in
order to provide data for analysis. The broad
goal of the meta-computing system is to enable
such data processing and analysis, by delivering
data from producers to storage and from stor-

age to consumers, and by scheduling user jobs
accordingly. From the computing point of view,
DO user applications exist solely to process (pro-
duce and/or consume) data. Consequently, the
data handling challenge is the core of the meta-
computing challenge at D0. Here are some of the
numbers that may convey the scope of the chal-
lenge.

The detector produces data through about a
million channels (at least 793 * 10% from the Sil-
icon Microstrip Tracker); about 5-15% of these
channels are being read during an event. The
digitized event’s size as it leaves the Data Ac-
quisition System is about 250KB, to increase by
25% in the second half of the Run (Run IIb).
The recorded (after the online filtering) event rate
is about 25Hz, which is projected to double in
Run IIb. On average, this amounts to about 0.5
Tera-Byte per day of the raw detector data. The
data is reconstructed with the same aggregated
rate and a similar event size of the output data,
thus increasing the total amount of data imported
daily into the system to about 1TB.

Whereas it is difficult to predict the exact life-
time of the experiment or its aggregate data ac-
quisition rate, in the estimated three years to fol-
low, on the order of 10° events will be collected.
Together with the processed types, the grand to-
tal dataset set size is expected to be 1-2 Peta-
Bytes. In addition, the Monte Carlo simulation
data will remain important well into the life-time
of the experiment, and the six DO processing cen-
ters will produce about 300 additional TB of data
in the next two years.



Impressive as they are, the data amount and
processing rates are not the primary factor in the
complexity of the computing challenge. There are
more than six hundred collaborators in the exper-
iment from about eighty institutions in eighteen
countries, which projects as follows onto the com-
plexity of the DO computing. Many of the partic-
ipating institutions will host computing resources
(and even storage, as in the case with NIKHEF at
The Netherlands or IN2P3 in France), as opposed
to merely contributing to a centrally located fa-
cility. We are therefore observing a dramatic de-
centralization of the computing resources within
DO0. One of the main reasons for such decentral-
ization is that the institutions often plan to share
the same resources with other Particle Physics
experiments. In addition, the DO collaboration
plans to build regional analysis centers in addi-
tion to the central analysis site, the FNAL.

Thus, the degree to which the computing is glob-
ally distributed is an increasingly important factor
in the complexity of the DO computing. From the
perspective of the Grid community, the DO col-
laboration is a classic example of a large Virtual
Organization, whose members share resources for
solving common problems. Accordingly, the ex-
periment’s meta-computing system is a grid sys-
tem which we describe in the remainder of the
paper, starting with the data handling.

2. SAM — The Grid-like Data Handling
System

In response to the data processing challenge,
the DO experiment together with the FNAL Com-
puting Division started in 1997 a joint project,
SAM (Sequential Access using Meta-data), to ad-
dress the experiment’s data handling needs, see
the project’s Web page at [2]. It’s major goals
can be summarized as follows:

e Reliably store all the produced data, both
detector (real) and Monte-Carlo (simu-
lated), in a Mass Storage System

e Distribute the data globally to analysis cen-
ters both within FNAL and beyond

e Catalogue the data contents, provenance,
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Figure 1. SAM deployment within D0

status, replica locations, processing history,
user datasets etc.

e Manage hardware resources so as to imple-
ment the experiment’s policies and optimize
throughput.

The history of the SAM project and many of its
design decisions have been described in previous
papers [3,4] and references therein. Since those
reports, the SAM usage has continued to grow,
see Fig. 1. In the present paper, we concentrate
on the modern perspective onto the system as well
as recent developments.

2.1. The Storage Systems

Before we proceed to the data handling per se,
it is worth highlighting the primary Mass Storage
System (MSS) for DO, Enstore [5], where all of
the primary, and most of the derived data is per-
manently stored. It is a grid-enabled, advanced
robotic tape-based storage system with a disk
cache developed at Fermilab’s Integrated System
Development department of the Computing Divi-
sion, in collaboration with the dCache [6] project.
From the DO point of view, the disk cache adds
several principal advantages to this storage sys-
tem, including the ability of the MSS to appear
effectively local to the remote installations for effi-
cient export and import of data, see the above ref-
erences for more information. This is an example
of a modern, truly network-capable Storage Sys-



tem that, together with other emerging Storage
Systems are changing the data access paradigm.

2.2. The Data Handling

The primary role of a modern Data Handling
System (DHS) is no longer in mediating access to
a single Storage System by providing a buffer and
assisting in managing its resources [3] by means
of e.g. clustering of the data. Rather, the DHS
will multiplex the data access by the globally dis-
tributed stations [3] onto the globally distributed
Storage Systems, and thereby provide Grid collec-
tive services that span multiple facilities (whether
storage or processing) [7,8].

The first and foremost service provided is the
data replication among the various Storage Sys-
tems. In general, the clusters where DO applica-
tions will run will not have access to the storage
systems that host the data. Rather, these will
have locally configured, highly optimized for local
conditions storage systems that will act as cache.
The DHS will move data on demand to and from
these caches, as a “side effect” of the job schedul-
ing.

Other services include reliability, security and
resource management. Reliability at the collec-
tive level refers to the ability of the DHS to choose
an alternate Storage System when e.g., the data
replica from the first choice Storage System fails.
Security services consist in translation of the cre-
dentials of the user community onto those re-
quired by the individual storage systems, and op-
tionally vice versa (for example, the DHS may
aggregate multiple requests for the same file from
individual users and present its own, “service”-
type credential to the MSS, which may vary in
the type and issuing authority among the various
MSS’). Resource management has been described
elsewhere [3].

The SAM project will be affected by the above
paradigm shift as follows. Recall that the key con-
cept in the system is the station with its cache.
The cache of the station will be viewed as a lo-
cal Storage System, which is normally intended
for applications incapable of network file I/0.
The associated cache management will be modu-
larized into the Storage component whereas the
rest of the station’s functionality together with

the global services will comprise the proper Data
Handling component, which will be the future fo-
cus of the project. At the time of writing this
paper, we are seeking to understand the inter-
faces between the two components so that we can
adapt to new Storage Systems.

2.3. SAM in the Grid

We started formally to establish a relation be-
tween the SAM system and the Grid in our earlier
papers [7,8]. Historically, the development of the
world-wide Grid community has been happening
in the last several years, somewhat parallel to the
development of SAM and other DO systems. The
Grid community’s focus is on the standards in
protocols and interfaces, i.e., in better defining
what the (data) Grid is de jure. The DO SAM
system, on the other hand, has all the principal
functionalities of a data grid and can therefore de
facto be considered such. One of our long-term
goals is inter-operability with other experiments
and systems. In order for the SAM system to
gain the status of a Grid system de jure, it will
continue to embrace the emerging standards and
adopt the maturing grid technologies.

Among other, emerging data grid projects per-
haps the most prominent is the European Data
Grid project [9], which is broadly expected to de-
liver a production data grid by the time of the
LHC experiments starting to take data. Other
noteworthy projects include CrossGrid [10] and
NorduGrid [11].

3. Towards the Grid

As the experiment’s data handling system con-
tinues to become a full-fledged grid component,
DO is developing the need for a complete Grid so-
lution, including services for job and information
management. By its very definition, Grid work is
collaborative in nature and therefore the experi-
ment has been actively engaging in collaboration
with other experiments, such as CDF [12], other
institutions and other disciplines, most notably
Computer Scientists.

The most prominent collaboration is the Parti-
cle Physics Data Grid (PPDG) [13]. An example
PPDG activity is presented at this conference as



well, [14]. The experiment also participates in the
GridPP collaboration[16], funded by the govern-
ments of the UK and the European Union, as well
as in the DutchGrid [17].

Thanks to these fundings and collaboration, it
was possible for D0 to spin off of SAM a project
for Job and Information Management, JIM, some
time this year. Together, SAM and JIM form the
SAMGrid project that will handle the expanding
needs of the DO experiment for the Grid comput-
ing. Please refer to the presentation [15] at this
Conference for a complete technical description
of the project, including the architecture, project
plans and schedules, as well as the testbed. Below
are highlights of the JIM project.

In our model, the experiment’s computing will
be distributed among a collection of sites. Each
site will operate one or more clusters. Some of
those clusters will be fully or partially exposed
to and governed by the DO Grid. A cluster may
be a small collection of SMPs or a big farm of
Intel/Linux computers. From the experiments
Grid point of view, each cluster will provide either
some computing power or some data storage ca-
pacity or both. Locally, computational resources
as well as Grid jobs will be managed by Local Re-
source Management System (LRMS). LRMS will
provide standard minimal but sufficient Grid in-
terface which will be used to:

e provide information about local resource
availability

e submit, monitor and control Grid jobs
e store and move data to and from clusters

Users will access the experiment’s Grid from their
Grid client computers. Grid client computer is
any computer with Grid client software installed.
Initially, we assume a computing model in which
the user builds their application interactively on
the grid client computer. Users will use Grid to
get access to experiment’s data and to submit
Grid jobs.

The Grid job submission and scheduling is pow-
ered by the Condor-G technology [18]. The re-
quired key extension of this technology, proposed
by the D0 experiment and realized by our collabo-
rators from the Condor [19] team is the promotion

of the Condor Match-Making Service, (MMS) [20]
to the Grid level. While the MMS is also used by
the Resource Broker of the EDG project [9], the
pioneering idea of the DO JIM project is in that
the MMS is the decision making and brokering
entity rather than its base or adviser. Thus, from
within the DO Grid effort we promote interoper-
ability and code reuse and reduce development of
own (potentially proprietary) solution to a mini-
mum. This is also an example of the D0 exper-
iment contributing into the development of the
core Grid technologies. We begin to collaborate
more directly with the EDG project to make our
strategies more common.

The D0 monitoring architecture follows the
standard Grid Monitoring architecture, see [21].
Our prototype monitoring system was originally
inspired by that from the NorduGrid project. As
is generally the case with our Grid computing,
the principal distinction of our monitoring sys-
tem is the connection with the data handling sys-
tem. Specifically, it is possible to navigate from
the Grid jobs to their data retrieval projects and
further to the display of the data handling sys-
tem.

In October 2002, the JIM protototype has been
officially released. It initially linked three sites,
FNAL, Imperial College in London-UK and Uni-
versity of Texas in Arlington, TX. Several more
sites are expected to be added by the year end,
and the whole system is expected to go in pro-
duction by April 2002.

4. Summary

We have described the meta-computing at DO
today. At the center is the Data Handling sys-
tem, SAM. We have outlined the present status
and the future directions for the SAM project.
As D0 and SAM move into the Grid era, we de-
veloped the SAMGrid project which includes the
JIM effort for job and information management.
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